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Repeat Task Sending Model and Performance Analysis

of Conversational Mode Multiple Computer System

Chugo FUJIHASHI* and Mitsuyoshi KITAMURA**

ABSTRACT

For more appropriate analysis of a conversational mode multiple computer system performance

influenced by stochastic arrival, typing and demanding properties of users, a repeat task sending

model is presented. In the model, a remain probability R characterizing the repeat task sending

property of a user is introduced as probability that the user remains at terminal after he receiued

his served tasp. The equations to the probabilities for queue sizes are derived for the analysis, and

the probabilities satisfying the equations are obtained in simple multiplication form. Various

perfomrance measures based on the probabilities, including average response time and average

holding time of terminal, are given.

numerically computed and shown in figures.

1. INTRODUCTION

Distributed and parallel computing systems
are regarded as the centerpiece of advanced
future computer systems|[1], and many theoret-
ical and experimental researches on software
and architecture have been reported. There are
many difficult problems which should be over-
come, the performance evaluation is one of
most important issues among them.

For the performance evaluation of computer
system, an idea of time is important. Enpecial-
ly response time is important for a real time

distributed system, and the analysis on the

*The Department of Electronic Engineering
**Research and Education Center of Software Engi-
neering, Tokyo Institute of Polytechnics
Received Sep. 10, 1996

Finally properties of several performance measures are

response time by submodel and decomposition
technique had been reported[2]. In response
time, serving delay has key role, and the delay
mainly depends on capacities of computers and
scheduler in the distributed computing system.
Then the optimization technologies for the
static[3] and the dynamic[4], [5] schedulers
are addressed. Performance of complex com-
puter network are evaluated by not only
response time but also other total measures.
The load balancing for homogeneous[6] and
heterogeneous[ 7] networks and the traffic char-
acterization of netwofks[8] are researched.
For the above problems it is necessary to
develop various approaching methods to give
basic materials for designs and analyses.
Experimental approaches are important for

evaluations of real systems, and have been used
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for the multiprocessor system|[9] and the work-
station traffic measurement[10].  Generally
simulation analysen are also powerful for the
performance evaluations[11], however, the ana-
lyses must spend long computing time for large
system. Theoretical approaches, the theory
based on queueing, can give direct ways for the
problems, and the B.C. M. P. theorem[12] is
known at present day as the unsolved impor-
tant problems. Therefore various theoretical
approaches for the problems should be devel-
oped.

Among the problems stochastic properties of
users are important in real time distributed
computer system. Indeed response time in real
time system is mainly decided by interactions
of user prokerties and service capacities of
computers. The user properties, however, have
not been grasped in detaiq, and the theory
which can clearly describe the user properties
in syster performance is not established yet.
The close system model in the theory[12] only
can deshribe simple pmoperty of users. Then a
generalized and modified queueing model is
necessary for appropriate analyses of user role
in the performance of computer systems.

In this paper a repeat tasp sending and annihi-
lation model is presented for analysis of user
influences in system performance of a conversa-
tional mode real time multiple computer net-
work. The user in the model comes from
external area to the system and holds one of
free terminals and begin his work. The user
who could hold a terminal sends a task to the
computers, and annihilates the served task
returned to the user, asd the cycle of the send-
ing and annihilation is repeated until finish of
his work.

Section 2 describes a configuration diagram
including computers, terminals and internal

connection, and a queueing model correspond-

ing to the cenfiguration diagram. In section 3
the equations to probabilities ftor queue sizes
are derived and the solution under equilibrium
state condition is given. Section 4 offers several
performance measures, and section 5 gives the
results of nurnerical computations of the perfor-

mance measures.
2. SYSTEM and QUEUEING MODEL

The real time distributed computing network
system cosidered in this paper is shown in Fig.
1. The system is basically constituted by two
main components of the multiple terminal (the
cluster of NV terminals) and the multiple com-
puter (the cluster of S computers), and oper-
ates in conversational mode. In the system,
each of the terminals is connected to each of the
computers by connection networks. Therefore
a demand for computation (a task) sent from
one of the terminals can be accepted by any of

the computers in cluster.

Fig.1 Conversational mode multiterminal and

multicomputer system.

A user arriving at the cluster of terminals
selects and holds one of free terminal. and
begins his work. Generally the work consists of
services for tasps at computers and prepara-
tions for the tasks. The preparation means
arrangement including user thinking, reading
and typing to send the tasps, and the arranged
tasks are sent to the cluster of computers, and

each of the tasks is served at one of the com-
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puters. The tasp offered a service by the com-
puter is returned back to the user who sent the
task. The returned task is annihilated immedi-
ately after the returning. Therefore, the tasps
are sent and annihilated on terminal by users,
and are not entered from external area.

In a conversational mode computer system, a
user may repeatedly send many tasks, and
remains until finish of his work including ser-
vices for tasks. Therefore, it is important for
practical engineering to set up a model which
gives possibility for analyses of the perfor-
mance affected by the repeat sending of tasks
and service capacities of the computers.

For the analysis of influences of the repeat
task sending in system performance, a remain
probability R is introduced. The remain proba-
bility R is a parameter which is to represent
stochastic situation that a user remains for his
further work immediately after he has received
his served task. The departure probability of a
user after receiving of his semved task becomes
1-R. The assumption, that the selection of
remaining or departure is done immediately
after the receiving ta the served task and a
fixed value is simply given to the probability R,
may not be exact for real system. It is regard-
ed, cowever, as reasonable for analyses of
principal chasacteristics of system performance
with the repeat task sending.

In the case where tasks are repeatedly sent
and served, there are two types of service
operations for a new sent task in relation to an
old task which had been sent by the same user
who have sent the new task. In the first type,
all the computers serve independently, and a
new task and an old task sent by the same user
can not be served at different computers. In the
second type, all the computers serve cooper-
atively and a new task and an old task by same

user can be served at arbitrary different com-

puters. Then the former can be called an in-
dependent service system, and the latter can be
called a cooperative service system.

The difference between the former and the
latter is important for the performance analysis
of distributed computing systems. The latter is
regarded as a typical model for future’s parallel
and distributed multiple computer systems.
The latter system is considered in this paper,
though the system is not yet conventional at

present day.

B

Fig.2 Queueing model for the conversational mode
multicomputer system.

A queueing model for the system in drawn in
Fig. 2. The system has a single queue in front
of the cluster of computers, and capacity for
waiting is given by N-S. It is important that
queues permitted or not for the cluster of termi-
nals, however, such the queues in front of termi-
nals are not usually formed in almost conversa-
tional mode computer systems since a holding
time of terminals by a user in real system is
customary far longer than the patientable wait-
ing time for a user. Then a model with no
queue in front of the cluster of terminals is
assumed. The system is regarded as noe of loss
systems, and loss probability for the system is
represented by B.

3. ANALYSIS

Before analyzing the queueing model, several
mathematical symbols necessary for the follow-

ing theoretical treatment are introduced. Let A
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be arrival rate of a user to the system, v be
sending rate of a task for computation on a
terminal by a user, and x be service rate for the
task at a computer. Here sending rate of a task
for computation means equivalently termina-
tion rate of preparation for the task on a termi-
nal. For simplicity the term of sending rate
only is used in this paper. In the model all
stochastic properties of arrival, sending and
service are assumed to be described by Poisson

processes (Appendix 1).

3.1 SOLUTION

In this chapter the equations for analyses of
the above queueing system are given, and deri-
vation of the solution is described. Because the
characteristics under the equilibrium state con-
dition are sufficient for practical engineering,
the following analyses are proceeded under
assumption of the equilibrium state condition.

Let (n, m) be the state that the number of
users who are preparing tasks in # and the
number of tasks which are waiting or in service
is m, and p(n, m) be the probability that the
state (», m) is find out arbitrary time. The
equations to the probabilities for >0 and m >
0 and n+m<N are derived

(1= 0nsmn)A | nv
{ 51 T#2
+<1_R)g£t§+Rg7nﬂ}p(n’ Wl)
_Ap(n—1, m)+(n+1)up(n+1,m—1)
%2 #3
4+ A= R)gnarpp(n, m+1)
1

n Rgnappn—1, m+1)
#2 :

(1)
where
A o A service rate of a computer
v . An arrival rate of a user
# - A sending rate at a terminal by a user

and

p(—1, m)=p(n, —1)=0
pn, m)=0 (n+m>N)

(1 (r=N)
6’”*{0 (r+N)
(m (m<S)
gm~{s (m>S) (2)

Each of the equations for the state (n, m) is
derived from the epuilibrium state condition for
total of the transitions between the state (%, m)
and the all other states, and called the global
balance equation[12]. A transition diagram
ftm the global balance equation is shown in Fig.

3.(a).

(a) (b)

Fig.3 Transition diagrams for the global valance
equation (a) and for the independent valance
equations (b).

Similarly to many other global balance equa-
tions for practical complex problems, direct
derivation of a solution for Eq.(1) generally
may not be simple. For such the equations it is
known that the techngque of independent bal-
ance equations is sometimes efficient, though
the technique is not applicable for all cases.
Applying the technique to Eq.(1), the indepen-
dent balance equations are obtained from each
underlined corresponding terms of # 1, # 2, and #
3 in Eq.(1). The each equatitns from terms of
#1,#2 and # 3 become

Ap(n, m)=(1—R)gn+11p(n, m+1) (3)

nvp(n, m)=Ap(n—1, m)

+Rgnpp(n—1, m+1) (4)
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gmpp(n, m)=(n+Dvp(n+1, m—1) (5)
A transition diagram for the independent bal-
ance equations is shown in Fig. 3(b).

The solution is derived as follows. From (3)

next recursion relation is obtained.

D(%,m+1)=ﬁ1)*gmp(n, m) (6)

Substitute Eq.(6) into the small changed left
hand side gm1up(n, m+1) in Eq.(5),
recursion relation is obtained.

another

pn+1, m>:(1—R)€n+1)u n,m) (7)

From the above recursion relations of Eq.(6)
and (7) the solution for p(#, m) finally becomes

0<m<S

pin, m)= nllml {(17,}?)” }
{(T:lﬁﬁ}mﬁ@’ 0  (8a)
S<m<N
oo, m=rsise=s| =Ry ]
ey 70,0 sb)
where
(0, 0)

‘1/[:; 7: n’m’ {(1 AR)V}H{(lﬂ/lR)p}m

+mz;’+1,zzo n'SYS'” 5{(1 AR)u}n{ (1—/11?)#}7”}
(8¢)

Eq.(8c) is obtained by well known method

based on the formula in probability theory.

N N—m

> 3 pln, m)=1 (9)
Eqgs.(8a), (8b) and (8c) satisfy the independent
balance equations, and then satisfy the global
Hence EQs.(8a), (8b) and

(8¢) give the solution for Eq.(1).

balance equation.

3.2 MEANING of REMAIN PROBABIL-
ITY

In chapter 2, R was introduced as the proba-
bility that a user remains at terminal immedi-
ately after he has received his served task. To
make the meaning of R clear in the solution
given by Eqgs.(8a), (8b) and (8c), more detail
examination on property of R is necessary.

In the explanation in chapter 2, 1-R is the
probability that a user completes (or balks) his
work and departs from the system immediately
after he has received his served task. From the
probability 1-R, it is possible to derive the
probability p(7) that the user just departs from
the system immediately after he received his »
th served task. The probability is obtained as
product of the probability R*™' that the user
remained after he had received (z—1)th served
task (or until he receives nth served task) and
the probability 1— R that the user just departs

after he has received a served task.

(10a)
(10b)

p(0)=0
p(r)=R"'(1—R)

From the probability Eq(10a) and (10b), the
average number of served tasks which a user
receives before his departure can be obtainde.
Let M be the average number, M is obtained by
the following calculations.

M= 3 rp(r)

~(1-R) SR =(1-R) e 2R

B 11
=(1-R) dR I—R) 1-FR (11)

The average number M is equal to the number

of tasks meanly served in a work, and is equiva-
lent to an average repeat number of tasks sent
in the work. Because the repeat number of task
sendinb is important for performance measures,
and if the solution is rewritten by the average

repeat number M, the solution becomes
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0<m<S
p(n, m) n’le {%M}"{%M}mp(o, 0)
(12a)
S<m<N
=g 2 (20
(12b)

where
20,0=1/| 28 ALl {4 u)

2 Erste ) o)

(12¢)

+

The expressions mean that the case where M
tasks are meanly sent for a work is equivalent
to the case where only one task sent for a work

and the arrival rate of user is increased by MA.

3.3 ASYMPTOTIC SOLUTION at A—

In the previous discussions, it is assumed that
users arrive continuously to the system with
random stochastic property, and the analyses
are done under the assumption. There are,
however, the cases where the users equal to the
number of the terminals simultaneously come,
and begin their works and complete. Examples
of such the practical cases are seen at lessons.of
computer programming exhises.

In the cases, holdings of all the terminals are
simultaneously begun, and each terminal is not
released independently in a fixed interval of
working time. All the terminals are continuous-
ly held in the fived interval and simultaneously
released. To obtain the solution to dxpress the
characteristics in the case where all the termi-
nals are held, it is assumed that the arrival rate
A is taken to be oo, because any of terminals is
not released in the interval and the state of
system is regarded approsimately under equilib-

rium for an enough long interval. Assuming A

—co for Egs.(8a), (8b) and (8c), both terms of
order A in the numerators and in the denomi-
nators of equations finally become maximum,

and the equatios asymptotically become
0<n<S

p(n, m):—(%r{%}mi)(l\ﬂ 0) (13a)
S<m<N
p(ﬂ, m) (N m)]isysm S{ } Z)(N 0)
(13b)
and
1 m
PN, 0)= 1/[m o (N — M)‘m{y}
N 1 [ m
T2 (N=m) IS5 SlZ}
(13c)

The results are not depend on the parameter R,
and are equal to the known formulae[13].

4. PERFORMANCE EVALUATION

Using the probabilities given by Egs.(8a),
(8b) and (8c) obtained in the previous chapter,
various measures to evaluate the system serx-
In this

section several selected important performance

ice performance can be calculated.
measures are described.

4.1 PERFORMANCE CEASURES
(a) Average number of terminal holdings C
The measure indicates the time averaged
number of terminals held by users who are
preparing the task for service or waiting the
served task from computers. The average
number of terminal holdings C is obtained as
the averaged value of sum of the number of
preparing users # and the number of tasks m

which are in service or waiting for services.
N N—-m
Czrggozo(n-i-m) pn, m) (14)

(b) Average number of waiting tasks Lw
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This is the average number of tasks waiting
in queue for computing. The average number
of waiting tasks Lw is given by the averaged
number of m— S since the number of computers

is taken S for the system.

N—-m

> (n—S) p(n, m) (15)

N

lAV::m£§L1n10
(c) Average number of tasks in service Lc

This is the measure indicating the average
number of tasks in service which is meanly
found at arbitrary time. The number of tasks
in service at computers is given by m where the
value of m is smaller than or equal to S, or
given by S where m is larger than S. Then an

average of the number is given by

> mp(n, m)

S N—m
Le= Z
m=0n
N—m

2
+5 2 Spmom)  (16)

m n=0

The measure is equivalent to the time averaged
number of operating computers.
(d) Average number of tasks in system L.
The measure is the average number of total
tasks found in the system. Then the average
number of tasks in the system is given by sum
of the average number of waiting tasks Lw and
the average number of tasks in service Lc.

N N-—m
L= 2 2 mp(n, m)
m=S+1n=0
:Lw+Lc (17)

This is equal to the average numberof users

who are waiting the returning of served tasks

from computers.

(e) Average number of preparing users Cp
‘Because the number of preparing users is

given by #u, the average number Cr is obtained

2 up(n, m) (18)

N-—m
n=0

N
CP: 2
m=0
(f) Total service rate A
The measure means the total termination

rate of tasks from the cluster of computers.

Then the rate is obtained from multiplication of
the average number of tasks in service Lc and

the service rate g of a computer.
A=Lcu (19)

(g) Total sending rate £

The total sending rate £ means the average
number of tasks sent in a unit time from the
cluster of terminals. Then the measure is given
by mugqtiplication of the average number of
preparing users Cp and the sending rate v by a

user.
E=Cv=A (20)

(h) Average waiting time 7w

The number of waiting tasks meanly found at
arbgtrary time in front of the computers is
represented by Lw, and the total service rate in
the system is represented by A. Then the
average waiting time is obtained from the same
concept for Little’s formala[15] (since the
average time interval of terminatitn of the
tasks from the cluster of computers in equal to
1/A in the system), and is given by

TW:LW/A:LW/E (21)

The value for the measure 7w is obtained from
the values of Lw and A by Eq.(15) and (19).
(i) Average response time 7

This is regarded as the most important
measure to evaluate the system performance.
The auerage response time is defined as the
total time length which the tasp sent to com-
puters meanly spends in queue and in service.
Then the measure is obtained from the mea-

sures L: and A in similar manner for 7w.
Ti=Tw+ l/ﬂ:Lt/A (22)

(j) User departure rate D
The departure rate of the users immediately

after receiving of served tasks is given by
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multiplication of the departure probability of
user 1—R and the receiving rate equal to the
total service rate A. Then the user departure

rate D totally becomes
D=(1—-R)A (23)

(k) Average holding time H

The average holding time is defined as an
average of time length in which the user holdi a
terminal for his work. The measure is obtained
from C and D in the similar manner to 7: or
Tw, and is expressed by other measures as

follows.

H=C/D=(C:+L)/{1—R)A)}
=M(Cp/E+ L/A)
=M /v+ T (24)

The last expression shows that the average
holding time is equal to M times of sum of the
average sending time interval 1/v and the aver-
age response time 7.
(j) Efficiency O

This is defined as time averaged proportion

of computers in operation state.
O=Lc¢/S (25)

(k) Loss probability B

It is assumed that a user, who finds the state
that all terminal are held, leaves the system and
is cleared out. The finding probability is equal
to time averaged probability of the state that
all N terminals are held by users for preparing

or waiting tasks.

B= mzzop(zv—m, m) (26)

4.2 NUMERICAL COMPUTATION

To evaluate the service performance of the
system, it is necessary to calculate the perfor-
mance measures. Then the several important

measures presented in the above discussion

may be computed numerically. Since the equi-
librium state probabilities are obtained in sim-
ple multiplication form, computations for the
performance measures based on the probabil-

ities are significantly simplified.
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Fig.4 Average response time (1=10).
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Fig.6 Average response time (1=30).

Figs.4 to 6 show curves of the average
response times which are regarded as the most
important performance measures for the sys-
tem evaluation. All the transverse axes in the

three figures indicate service rate of a computer
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#, and it is similar for all following other
figures. To make the evaluation clear, the
arrival rate of user A is selected as a parameter,
and different values of the rates 10, 20 and 30
are taken as examples for the figures. Although
various values can be selected for S, N, A, v and
u, the values for the parameters are selected to
show only a general tendency of the system
performances. The figures show dependencies
of the response times on differences of the
arrival rates. The curves for the response time
are commonly going down with increasing of
service rates, and the property is naturally
understeed.

In the figures, the remain probability R is
selected as a parameter, and various values 0.2,
0.5 and 0.8 are given to the probability. The
remarkable properties that rapid decreasing
poists appear on each curve of 0.2, 0.5 and 0.8
are shown in each figures. Although more
detail considerations are necessary to make the
tendency clear, it is basically resulted from
introducing of the probability R.

The probability R expresses the situation
that many tasks including a first task, a second
task and so on are sent by a user and sent to
computers sequentially. In such the situation
many tasks are repeatedly sent to the com-
puters, and a task sent from a user must wait
the summed queue constituted by kartial queue
of first sent tasks and partial queue of second or
more late sent tasks from other users. The
task in the system where one task only is sent
from a user, however, is necessary to wait only
the queue constituted by first sent tasks. Hence
the queue length becomes to be large for large
value of K, and appearing point of rapid
decreasing is shifted to larger area on service
rate axis.

Fig. 7 shows properties of the response time

where the number of servers S is taken as a
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Fig.7 Average response time (S=1,2,3).

parameter. All the curves are also going down
with increasing of service rate, and also have
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Fig. 17 Loss probability.

rapid decreasing points on them.

Fdgs. 8 to 10 show the average numbers of

tasks in service Lc, waiting tasks Lw and total

tasks Li. Fig. 11 shows the average unmber of

terminal holdings (the number of users sitting

in front of terminals) C. Fig.12 summarizes

the curves of L¢, Lw, L: and C to compare the

properties each other.

Fig. 13 and 14 show the average waiting time
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Tw and the average holding time of terminal H.
Fig. 15 summarizes the curves of 7w, 7t and H,
and shows that the holding time H tapes
significantly large value than the response time
7T: and the waiting time Tw.

Fig. 16 shows the operating efficiency of com-
puters O and Fig. 17 finally shows the loss
probability B.

5. CONCLUSION

A repeat task sending model is presented to
analyze the performances of a conversational
mode multiple computer system influenced by
stochastic working property of users on termi-
nals. A repeat task sending property of a user
is characterized by a remain probability R
introduced as the probability that the user
remains at a terminal after he received his
served task. To analyze the performances of
system the equations to probabilities for queue
sizes are derived, and the solution to the equa-
tions is obtained. Expressions of the probabil-
ities have simply multiplication form, and then
are useful to simplify numerical computations.
Various performance measures, for examples
average response time, average holding time of
terminal, etc. are given for system design.
Numerical results are finally given in many
figures to show typical properties of the several

performance measures.
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. . ess with an arrival rate A is given by
Appendix 1 The Poisson process

Gt o

In the queueing theory the Poisson process is
is used as the most fundamental process. The
Poisson process corresponds to the Markov The similar equation also are obtained for the
random process. The probability that » tasks sending and service processes with v and p.

arrive in a time interval ¢ in the Poisson proc-



